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The importance of data mining is increasing in education field as it can help both in the improvement of education

system and in the growth of students by making predictions. Educational Data Mining (EDM) is a young

interdisciplinary work field that helps to deal with the data related to educational perspective. Today, educational
institutions collect and archive massive quantities of data, such as students registration, attendance as well as

the exam results. Mining of this data helps the institutions to understand students behaviour and interests by

extracting all the useful information from the huge data available. Different data mining techniques are being used
for mining the data in educational field. Now days, the Artificial Intelligence and Machine Learning techniques are

more popular among the researchers to extract the information from the educational databases, as these provide

more reliable results as compared to other techniques. In this paper, many popular data mining techniques have
been reviewed that are being applied on the educational data to solve the different problems faced by the students

so as to improve the learning outcomes of the students
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1. INTRODUCTION

Data mining is a process of analysing large data sets and finding hidden knowledge that can be
utilised. Data Mining is finding useful and hidden patterns of information from large datasets
available by applying different classification techniques. The process of data mining is called as
Knowledge Data Discovery (KDD) i.e. discovery of knowledge from the databases that can help
in gathering the useful information from the large databases. Data mining can be considered
as a subfield of computer science that can be used in the field of education. When the data
mining technique is applied in the field of education, it is called as Educational Data Mining
(EDM). Educational data mining acts as a bridge between education of the students and the
field of computer science. It is used to uncover the hidden data from the raw data available.
Every year, in the educational institutions a huge amount of data is generated Baker and Yacef
[2009]. The quality of the analysis of large-scale data related to educational field can be improved
with the help of EDM Siemens and Baker [2012]. This data requires to be analysed so that the
behaviour of the students can be identified which can be helpful for the teachers to enhance
the teaching process so that it can result in effective learning process. EDM helps to improve
the educational system by improving the assessment process of students. EDM is a very useful
technique to retrieve the hidden knowledge from the large database by applying DM techniques
for classification. The different data mining techniques used are statistical techniques based on
probability and mathematics such as Naive Bayes Algorithm, Linear and Logistic Regression,
machine learning techniques such as supervised learning (Support Vector Machine(SVM) and
Decision Tree (DT)) and unsupervised learning (Clustering in Fuzzy Logic) and Artificial Neural
Network (ANN), Association Rule Mining etc. Mohamad and Tasir [2013] Manjarres et al. [2018].
In the field of education the most important thing is to identify the students performance and to
improve their learning and in this Artificial intelligence and machine learning techniques plays a
very important role as they provide more accurate results and can handle large amount of data
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easily. An educational system has a large amount of educational data which includes data related
to students, teachers, resources used etc. Silva and Fonseca [2017].
The data present in large educational databases is passed through the various steps involved in
the process of data mining and then the useful data is filtered which is then used according to the
future requirements. In the whole process, data collection and gathering is considered as a very
important part. The data can be collected from online as well as offline resources Algarni [2016].
The time that is spent on collecting the data must also be taken care of so as to avoid delay.
The data collected must be sufficient and complete so that it can help teachers and institutions
to understand students Ekubo [2019]. This can be very helpful for the teachers to identify the
students behaviour such as those who are slow learners and need special attention. Also, the
learning outcomes can be identified and the students can be characterised into groups Peña et al.
[2009] and according to that teaching methods can be changed as per need of the groups which
can help the teacher to teach them. The use of these techniques can improve the success rate
of the students which can directly affect the enrolment of students in different courses, retention
rate, chances of dropouts etc. So, in education data mining plays a very important role.

2. RELATED WORK

In the educational institutions the data of the students keep on increasing every year. So, there is
a need to analyze the data so as to use it to improve the teaching process in institutions. Educa-
tional Data Mining process can help to improve the teaching and learning process by extracting
useful information from the educational data Abu Tair and El-Halees [2012]. With the help of
EDM, higher educational institutions can be provided with effective ways so as to improve the
effectiveness of institution and the learning process of the students Huebner [2013], Baker [2014].
A lot of research work has been done in this field by hundreds of researchers. These researchers
use many mining techniques to mine the data from the educational databases. There are more
than 15 such mining techniques that were used by the researchers in the education field. These
are Decision Trees (DT), Regression Trees (RT), Markov Chains (MC), Association Rules (AR),
Linear Regression (LR), Sequential Patterns (SP), Correlation Analysis (CA), Bayesian Networks
(BN), Artificial Neural Networks (ANN), Classification, Clustering, Differential Sequence Mining
(DSM), Fuzzy Logic (FL) and Genetic Algorithms (GA). All these techniques are not popular
these days due to limitations of these techniques. From last few years, Artificial Intelligence (AI)
and Machine Learning (ML) techniques are more popular among the researchers for doing work
in educational data mining. The reason behind this popularity is that there is a huge scope to
improve the results by using these AI techniques in educational data mining. We have reviewed
only the EDM literature that uses these AI techniques that are popular among researchers. Some
of the latest papers reviewed by the authors are given in the Table I.

Table I: Data Mining Techniques as applied in EDM

Sr.
No.

Reference Objective of
the Paper

Technique
Used

Source of Data Observations
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1 Alsuwaiket
et al. [2020]

To solve
the problem
of gap be-
tween course
work and
exam based
assessment

Random
forest, Naive
Bayes classi-
fier

A record of 230,823
students was col-
lected from six de-
partments of a UK
University.

The Module As-
sessment Index
(MAI) was used
and it was observed
that this index
helps to increase
the accuracy of
predicting the av-
erage of students
obtained in the
second year based
on the average of
the first year.

2 Rastrollo-
Guerrero
et al. [2020]

To Predict
Students
Performance

Supervised
ML, Un-
supervised
ML, ANN

Dataset collected
from Hellenic Open
University included
demographic char-
acteristics and
grades of students
from some tasks.

Supervised Learn-
ing provided accu-
rate and reliable re-
sults in case of pre-
dicting students be-
haviour.

3 THI and BA
[2019]

To support
students in
selecting the
courses

J48, K-
Means,
Supporting
Courses
Selection

Data was col-
lected from Civil
Engineering De-
partment of Ho Chi
Minh City Univer-
sity of Transport,
Vietnam of period
2013-16.

The data mining
technique were ap-
plied on the data
collected as an ex-
periment and was
found that the ex-
perimental results
might bring posi-
tive results.

4 Khasanah
and Harwati
[2019]

To Predict
Students
Performance

SVM, Linear
Regression

Data included
Senior high school
grade, atten-
dance in Ist
Semester, GPA
in Ist Semester

LR produced better
result than SVM

5 Rogers
[2019]

To classify
students on
the basis of
performance

Fuzzy tech-
nique. (Lin-
ear Fuzzy
Real Logistic
Regression)

Data of 172 stu-
dents was collected
from four ele-
mentary schools
in Blackbelt of
Alabama and
Mississippi, USA.
Students Survey
Answers, teachers
evaluation were
used as data.

The model used
was able to do
a successful clas-
sification upto
90%.

International Journal of Next-Generation Computing, Vol. 11, No. 2, July 2020.



140 · Satinder Bal Gupta et al.

6 Aulck et al.
[2019]

The dis-
bursement of
scholarship
to students

GA Data included in-
formation of about
72,589 students
(DNR applicants
from 2014-17)

The predictive
classifier for enrol-
ment of students
was developed and
GA was used with
it which resulted
in an increase of
23.8% in enrolment
yield.

7 Toivonen
et al. [2019]

To make
knowledge
discovery
possible
through AUI

Neural N-
Tree model,
Augmented
Intelligence
Method

Data was collected
from 3rd or 4th
year Computer
Science students in
robotics course at
University of East-
ern Finland, School
of Computing.

It was observed
that the AUI
method produced
more accurate
results and with
this method new
knowledge could be
discovered easily by
the end-user.

8 Moscoso-Zea
et al. [2019]

To predict
graduation
rate

Decision
Tree, J48,
Random
Trees

Students data was
collected in the
computer science
deptt. Of a private
university

Random trees pro-
vided prcised re-
sults but the possi-
bility of interpreta-
tion of results was
better in case of J48
algorithm.

9 Adekitan
and Salau
[2019]

To deter-
mine the
impact of
performance
of students
on their
result

NN, Random
Forest, De-
cision Tree,
Nave Bayes,
Logistic Re-
gression

The GPA of stu-
dents for the first 3
academic years and
final CGPA of 1841
students

Logistic Regression
Algo. Achieved
max. accuracy
of 89.15% while
NN achieved the
least accuracy of
85.895%.

10 Kaunang
and Rotikan
[2018]

To Predict
Students
Academic
Performance

Decision
Tree, Ran-
dom Forest

Data was collected
using question-
naires which in-
cluded demograph-
ics of students,
previous GPA,
family background
information

DT was found to
provide better re-
sults with accuracy
of 66.9% as com-
pared to Random
Forest tech.

11 Wati et al.
[2017]

To Predict
Students
Learning
Result

Nave Bayes
Classifier,
Tree C4.5
algorithm

Academic data
of students was
collected from
academic database

The accuracy and
precision % of both
algorithms was
found. The average
accuracy was above
60% but the pre-
cision average was
only 58.82%.
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12 Mousa and
Maghari
[2017]

To Predict
Students
Performance

Nave Bayes,
Decision
Tree, KNN

Data was collected
from preparatory
male school in
Gaza strip. About
1100 records were
collected from 7th,
8th and 9th grade
students of year
2015-16.

DT classifier gave
best results when
applied on the col-
lected data.

13 Burman and
Som [2019]

To Predict
Students
Performance

Multi clas-
sifier SVM
(Linear and
Radial Basis
kernel)

Psychological fea-
tures of students
was used as dataset

RBF produced bet-
ter results in com-
parison with linear
kernel.

14 Oloruntoba
and Akinode
[2017]

To Predict
Students
Academic
Performance

DT, ANN,
Bayesian
Classifier,
KNN, SVM

Students informa-
tion was obtained
from the CS deptt.
Of Federal Poly-
technic in Nigeria
for 2015-16 session
of graduated stu-
dents

SVM gave 98% ac-
curacy in prediction
and the error rate
was low.

15 Saa [2016] To Predict
Students
Performance

Decision
Tree (C4.5,
ID3, CART,
CHAID)

Data was col-
lected using survey
distributed to
students in daily
classes and using
online survey with
the help of Google
Forms. About
270 records were
collected which
included personal
as well as academic
information.

It was observed
that the perfor-
mance of students
could not be pre-
dicted only on
the basis of their
academic efforts.
Other factors are
also responsible
for doing the
prediction.

16 Atta-Ur-
Rahman
et al. [2018]

To help
institutions
in select-
ing better
teaching
and learning
practices
such as
effective
timetabling,
medium of
teaching etc.

K-means,
Apriori
algorithm

Data was collected
by doing a sur-
vey which consisted
of 38 questions re-
lated to teaching
and learning in an
educational institu-
tion.

It was observed
that more as-
pects of EDM
were covered using
these algorithms
when compared to
others.
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17 Costa et al.
[2017]

To reduce
the failure
rate of stu-
dents by
identifying
those stu-
dents who
are likely to
fail at early
stage.

SVM and
other tech.

Data was col-
lected from two
independent and
different courses on
programming from
Brazilian Public
University.

SVM technique
was found to per-
form best in order
to identify the
students who are
likely to fail at
early stage.

18 Al-Twijri
and Noaman
[2015]

To propose
a model to
filter stu-
dents from
the data who
satisfy the
eligibility
criteria for
admission.

Data Mining
Admis-
sion Model
(DMAM)
using Rule
Mining

Data was collected
from Saudi Univer-
sity

The proposed
method was found
to be the best and
was recommended
to be used in Saudi
University for
admission process.

3. DATA MINING IN EDUCATION

The process of EDM involves following phases:

(1) The first phase includes identifying the relationship among the data collected and stored in
the database. The consistent relationship is found out between different attributes of student
by searching the data stored in the repository. To find this relationship different algorithms
are used which includes classification, association, clustering, pattern evaluation.

(2) The validation is performed on the discovered relationships in order to avoid over fitting so
that predictions can be made without any difficulty.

(3) The obtained relationships are used for making predictions so as to improve the learning of
students and making the changes in the teaching process.

(4) Predictions are used and the changes are made in the process of improving education.

The different data mining techniques are used in this field that help both lecturers and students
in finding new things and improving knowledge. It works in the form of a cycle and the detailed
process can be shown with the help of Fig. 1.
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Fig.1. Cycle of DM in the Field of Education

The Fig. 1 shows the use of data mining techniques for both students and lecturers. The
lecturers and academicians are mainly responsible for the planning, designing and maintaining
the system of education. This is done in order to improve the teaching and learning process. The
data mining process can help in discovering new knowledge by applying classification techniques
on the students database in which data collected from the different institutions is stored. This
knowledge is thus used by the lecturers to improve the course to be taught to the students and
make some changes to it according to the requirements. The knowledge obtained from applying
data mining techniques on data of students can be used for the benefit of students as it can help
them to collect the suitable course and also students can interact with the educational system so
as to improve their learning Zain et al. [2014].The EDM process can be explained with the help
of Fig. 2.
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Fig. 2. EDM Process

(i) Data in the Educational Environment (Raw Data): The data in the educational
domain can be classified into structured and unstructured data collected from multiple
sources Zain et al. [2014] as shown in Fig. 3.
Structured Data: This type of data is obtained from any specific source and has very
less possibility of being vague. This data is present in regulated form and has its own
explanation. Some of the sources from where this data can be obtained are: Intelligent
mentors, Learning Management Systems etc.
Unstructured Data: The data that is not obtained from any specific source and can
contain errors. It can include the data obtained through e-mail messages or any audio files
etc. and cannot be considered fully reliable.

Fig. 3. Types of Data
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(ii) Data Processing: The raw data collected from various sources in the previous step is now
processed to obtain the useful data from the vast amount of data available.
a) Data Selection: The data is selected from the database. In this step, the data which

is needed in doing the analysis is selected. In education, the data of a student can be
more but only useful data required for doing the analysis is selected.

b) Data cleaning: The data obtained can contain missing values or errors and this type
of data is considered irrelevant. So, data cleaning is done to handle this problem. It
removes missing values, handles noisy data (data containing error). In case of students
database, the data missing can be the marks of a student in any subject or there can be
error in the values updated. So, these values must either be changed or removed.

c) Data Integration: The same data obtained from multiple sources is put together and
the conflicts are resolved. It involves reducing the redundancy present in the data col-
lected. In education, the data related to students can be obtained from their teachers,
tutors, scholarship performance etc. And all this needs to be combined to get informa-
tion.

d) Data transformation: This step performs transformation of data to obtain the data
in a form that the data becomes suitable for applying the data mining process. In this
case for example, if the data values are .5, .001,.9 , then these values can be represented
as 0.50, 0.001, 0.90 which can be used anytime without causing error.

(iii) Data Mining: This can be considered as the most important part of the whole process.
It includes tasks such as classification, prediction, analysis etc. The different techniques
are applied to extract patterns from the data such as Neural Network, Fuzzy Logic, and
Genetic Algorithms etc. In Neural network, the data of students obtained from previous
step is given to the input units. Then, activation functions are applied to the input data and
output is obtained. In Fuzzy Logic, the membership values are assigned to the input data
and based on these values clusters are formed. One cluster contains data of similar type.
Mamdani Fuzzy inference system is used which performs Fuzzification and Defuzzification
on the data to obtain crisp output from the fuzzy output. Genetic algorithms are based on
the phenomenon of natural selection and genetics.

(iv) Pattern Evaluation: The patterns extracted in the previous step are now evaluated to
obtain the required information. This step provides all the useful information that is needed.
The information extracted is according to the need of the analysis to be done on the students
data.

(v) Knowledge Representation: This information thus obtained is represented in a form
that is easy to understand such as tables, reports etc. which can be stored for future use
also Baker [2014].

4. CHALLENGES OF EDUCATIONAL DATA MINING

The various challenges faced in the Educational Data Mining (EDM) are as follows:

(1) Progressive nature of educational data: As the data regarding students in the educa-
tional institutions is growing exponentially, it is becoming very difficult to store the data in
the data warehouse. It is required to identify the interests and intentions of the students and
the impact it puts on the educational institution. Also, the growing data must be aligned
and translated properly. This increasing data becomes difficult to be utilised optimally.

(2) Chances of uncertainty in the data: Some uncertain errors can be present in the data
collected regarding students and a model used cannot predict accurate results.

(3) Relationship between teachers and students according to the expertise: The stu-
dents in the final year of any engineering institution have to complete a project which is a
research done by the students in the area of their interest. In doing this research, supervisors
are allotted to each student taken into consideration their area of expertise and availability.
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But in reality it is not possible to assign the supervisor to all the students with same area
of expertise. So, relation between interest areas is required to be found out and association
rule mining can be used to solve this problem.

(4) Lack of compatibility among the data: The gap among the different types of data can be
removed with the help of Neuro Fuzzy mining technique. This technique can create clusters
of data according to the similarity between the data.

5. ANALYSIS OF TECHNIQUES USED IN EDM

The different AI techniques that can be applied on the data in Educational Data Mining (EDM)
are discussed below briefly:

(i) Neural Networks: The neural network architecture involves layers such as input, hidden
and output layers. The data is first taken by the first layer and the passed to the next layer
after applying some activation function on the data. This layer passes the data to next layer
and this process goes on till the desired result is obtained. The network is trained to obtain
the desired output and this is done by updating the weights through which these layers are
interconnected. The steps involved are:

1. Data Gathering: The data of students is collected from various institutions.

2. Data Selection: Now some common attributes of all the students are selected e.g. at-
tendance, marks in a particular subject, labs work performance etc. The result of the
group is predicted based on the values of these attributes by applying the classification
technique i.e. by using neural network.

3. Use of Neural Network: The data values are now passed to the layers and output is
obtained after applying the activation function.

There are different types of neural networks that can be used in EDM. The NN that can
be used are as follows
Feed Forward Neural Network: It does not contain backward pass and data can flow
in one direction only. The main problem of this network is that it can end in local minima
i.e. it may provide a suboptimal solution at last instead of providing the optimal solution
as these can perform calculations with limited patterns only. So, for this the next type is
used which involve multi layers.
Convolutional Neural Network: It is a multi layer neural network which involves use
of hidden layers in between the input and output layer. It does not contain cycle. The
problem with this network is its high cost of computation, need of large data for training
of network.
Recurrent Neural Network: It is a back propagation neural network which contains
backward loop. It maintains a record of previous inputs in the memory. The main problem
is that they require high performance hardware in order to train the network Hernández-
Blanco et al. [2019].
Optimization of ANN architecture: There are many algorithms used for the optimiza-
tion of ANN architecture. Some of them are PSO (Particle Swarm Optimization), NMPSO
(New Model PSO), SGPSO (Second Generation PSO). These 3 algorithms considered the
following three components for optimization: weights between the interconnected nodes, ac-
tivation functions, connections between nodes. These algorithms made use of Mean Square
Error and Classification Error in order to decrease the number of connections in the archi-
tecture of ANN Garro and Vázquez [2015]. One of the algorithms used is IPSONet which
is designed to optimize the architecture of Feed forward Neural Network. This algorithm is
designed by making improvement in the PSO algorithm.

(ii) Fuzzy Logic: This technique uses fuzzy values to obtain the result instead of crisp values.
In EDM it can be used by following some steps which are as follows:

1. Data Collection: In this step, the data related to students is gathered from institutions.
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2. Database Design: The data is stored in the database in order to find missed values and
to update them Jahan [2015]. The data of students is stored in form of attributes and
each attribute is assigned a value which is different for students.

3. Data Automation: The data stored in the database is obtained from different sources and
thus needs to be sorted. This can be done with the help of SQL queries in the database.

4. Applying Fuzzy Set Technique: Fuzzy inference system is used in this step. It can be
shown with the help of diagram as follows:

Fig. 4. Fuzzy Logic in Education System

The Fig. 4 shows that this system takes crisp values as input. The values assigned to
the attributes in above step are used as input. Then fuzzification of the input is done
and the crisp values are converted into fuzzy values e.g. Grades of different students can
be converted into fuzzy form as Excellent, Good, Bad, and each variable can be assigned
with a membership value. These can be represented in different forms such as triangular
or trapezoidal form. These inputs are then passed to the inference engine where rules are
applied to the membership functions and then aggregation of these functions is done using
max, min operator to obtain the outputs. This fuzzy output is then passed through the
defuzzification system to obtain a single crisp value as output Jahan [2015].
The different techniques that use fuzzy logic are as follows:
Clustering: In this technique, clusters or groups are formed based on the similarity. In
educational data, the students can be grouped on the basis of their similarity in performance
level in the class, attendance, class test marks etc. and then techniques can be applied on
these groups to determine their future performance.
K-nearest neighbour: This technique is based on fuzzy clustering and it classifies the
data using following steps:
a) The unclassified data of students is taken from any institution e.g. students marks in

different subjects.
b) The Euclidean distance is measured of all the data sets from a single neighbour data

already classified.
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c) The k smaller distance is determined.
d) The list of classes are then determined and the class which has the shortest distance is

selected and classified with the class Alfere and Maghari [2018].

(iii) Genetic Algorithms: Genetic Algorithms are heuristic search algorithms that are based
on natural selection and genetics. GA was proposed by Holland. It is a heuristic method
based on the theory given by Charles Darwin - ”survival of the fittest.” GA was discovered
as a useful tool for search and optimization problems. The detailed genetic algorithm can
be represented with the help of flowchart as shown in Fig. 5. Each of the steps of the
flowchart is discussed below:
Initial state: Genetic Algorithms work on the population. Random solutions are selected
to get the initial population. In EDM, the population consists of students and the data
includes information related to students such as marks in case of performance prediction.
Fitness Evaluation: Each solution is assigned a fitness value depending on its chances of
solving the desired problem. In EDM, the different attributes of student are represented in
the form of values i.e. 0s and 1s. This process is called encoding. Each individual student
attributes can be encoded in the form of a rule. Example: IF var1= val1, var2= val2...and
so on (var= variables and val=values), THEN varX= valX, where Variables are the field
names of database and values are the possible values of attributes used in the database.
For assigning the fitness value, the precision of the rule formed is considered Altaher and
Barukab [2018].
Selection: Based on the fitness value the attributes are selected for further evaluation. The
attributes of student with high fitness value are selected. After this some basic operators

Fig. 5 Genetic Algorithm in EDM

are used which are as follows:
a) Crossover: After selection, the crossover operator is applied on the selected values. In

this, the attributes of student represented in bits are interchanged according to the type
of operator used so as to produce new attribute which is better than the previous one.
Thus, the new population is produced and added to the initial population.
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b) Mutation: It is used to maintain diversity in the population by making a slight change
in the chromosome i.e. attribute of student represented in bits Michalewicz [1996].
Then, the fitness value is calculated and the features with the highest value is selected
and added to the pool of values and the lowest value is removed from the pool.

Stopping condition: If the selected values are according to the result needed then the process
is stopped otherwise the above steps are repeated.

(iv) Decision Trees: It is a data mining technique in which data is represented in the form
of a tree starting from a root node and ending with leaf nodes. It uses divide and conquer
approach to represent the data in tree form. The steps to obtain the final output are:
Data Collection: The data related to students is collected from the institutions. For e.g.
Grades of student in different subjects.
Data Processing: The missing values are either replaced or removed.
Use of tools: The tools are used for e.g. WEKA tool to store the data so that data mining
techniques can be applied on the data.
Decision Tree Formation: The classification technique is applied and the data stored in
WEKA to predict the final GPA of students based on the grades obtained by them. Now,
the decision tree algorithms are applied on the data such as ID3, C4.5 etc. These algorithms
are used to build trees from the data using the information entropy concept. Then, the useful
information can be gained from the tree Al-Barrak and Al-Razgan [2016].
The process of formation of tree can be defined with the help of following steps:

1. The dataset is obtained.

2. The continuous values present in the data set are converted into discrete values.

3. All the attributes present in the dataset are incorporated in the form of a single tree
node.

4. If the dataset is found to be homogeneous, then the process is terminated.

5. Otherwise, the non-homogeneous data is represented in tree form by finding the different
independent attributes from the students database. Then the nodes of the tree are split
into child nodes on the basis of values of attribute chosen.

6. Then the data is checked again and if similar data is found then go to step 4, otherwise
perform step 5 again.

These steps can be shown as: Result Evaluation: The result is evaluated from the decision
tree.
Knowledge Representation: The result obtained can be represented and used later.
There are two phases of decision tree classifier:

1. Building phase: In this phase the decision tree is built by splitting the dataset recursively
on the basis of different attributes and their values. But there is a risk of over-fitting of
the data which is handled by the next phase.

2. Pruning phase: The tree obtained is generalised and the noisy, missing data is removed
from the tree which results in increased accuracy. This step takes less time than building
phase.

This technique uses algorithms to make decision trees such as ID3, C4.5, CART algorithms.
In ID3 algorithm, the splitting attribute is chosen on the basis of the measurement of
information gain. It makes use of only categorical attributes to build the tree. But in case
of noisy data, accurate results are not obtained. For each attribute, the information gain is
measured and the root node is measured by selecting the attribute with highest information
gain and then the node is split on the basis of values of attributes. This algorithm uses
discrete values for making tree and does not support pruning. C4.5 algorithm is an
enhanced version of ID3 algorithm as it can handle both continuous and discrete values.
It can also handle missing values. It makes use of Gain Ratio to build the decision tree.
The attribute with the highest gain ratio is chosen as the root node. It supports pruning
phase and uses pessimistic pruning to improve the accuracy. CART (Classification And
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Fig. 6. Dataset conversion into decision tree

Regression Trees) algorithm uses Gini Index to find the root node. It can handle both
continuous and discrete values. It uses cost complexity pruning in order to obtain accurate
results Khasanah et al. [2017].

(v) Support Vector Machines (SVM): This data mining technique involves plotting of
each data set as a point in the form of a graph. Then, the hyper-plane is find out that can
differentiate the two classes. The steps involved are:
Fetching of Data: The data containing the information about students is collected from
different institutions.
Cleaning of Data: The irrelevant data and the data containing errors is identified and
removed.
Filtration and Transformation of Data: The large amount of data available is reduced and
transformed in a better interpreted form so that data mining method can be applied to the
data.
Support Vector Machine Classification Technique: The values assigned to the data sets are
plotted on a plane. Then, a hyperplane is identified which can separate the data points into
two different classes. The selected hyperplane must have the largest margin from the data
point of the two classes Tian et al. [2012]. This technique involves following steps for doing
classification of the data:

1) Firstly, the closest pair of data vectors is found out and these are known as the support
vectors. These vectors are find from the training data set.

2) Then, a new point or vector is added in the support vector set and classification of this
new point is done on the basis of previous closest pair of points.

3) The above two steps are repeated till all the points in the dataset are pruned.

SVM technique can be used to classify both linearly separable and linearly inseparable data.
In case of linearly separable data, a hyperplane can be drawn easily that separates the data
into different classes and classification can be done easily in case of linearly separable data.
But in case of linearly non-separable data, a non linear line is required to separate the data.
So, a kernel function is used in this case to handle the data. The kernel function maps the
non-linear data into a high dimensional space so that classification of the data can be done.
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There are different kernels used for this process such as linear kernel, polynomial kernel,
and radial basis function Xia [2016]. General kernel function can be represented as:

K(x, y) = ΦxT Φy

where K is the kernel function x and y are the axis of the graph plotted
Linear Kernel: It is the simplest kernel function and is represented as:

K(x, y) = xT .y + C

where c is a constant
Polynomial Kernel: It is not a stationery kernel and works for normalised data. It is
represented as:

K(x, y) = [(xT .y) + 1]d

where d is a kernel parameter
Radial Basis Function: It is the important of all the kernels as it involves less difficulty in
numerical computation and makes use of hyper parameters. It is represented as:

K(x, y) = exp(−||xy||2/σ2)

where σ is a kernel parameter

(vi) Bayesian Classifier: This data mining technique is based on probability and uses Bayes
theorem which is:

P (a|b) = [P (b|a) ∗ P (a)]/P (b)

where

P (a) = probability of occurrence of a

P (b) = probability of occurrence of b

P (a|b) = Probability of a given b

P (b|a) = Probability of b given a

This technique involves following steps:
1. Collection of Data: The dataset is collected regarding performance of students in any

institution.
2. Feature Selection: Cleaning of the data is done in order to extract the relevant data by

removing missing data and errors. The dataset needs to be classified so as to obtain the
result. The data set is stored in the database so that its classification can be done easily.

3. The Nave Bayes classification algorithm is used to classify the different categories of
students performance for example, on the basis of grades of different subjects. Then the
students are divided into different groups or classes on the basis of the data available.
This classifier is applied to test the students performance in different categories given
the sample Z is given, the classifier will predict that Z belongs to the class C having the
highest probability, condition applied on Z that

Z belongs to class Ci iff, P (Ci|Z) > P (Cj |Z) for 1 6 j 6 m and j 6= i

Thus, it is required to maximize P (Z|Ci)P (Ci), for i = attributes assigned according to
marks MAKHTAR et al. [2017].
This classifier is better when categorical attributes are used instead of numerical at-
tributes.

The different techniques described above have different applications in the field of education
and is shown in the Table II.
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Table II: Data Mining Techniques in Education with Applications

Sr.
No.

Techniques Sub-
techniques/
Algorithms

Applications Merits/Demerits/Accuracy

1 Neural
Network

Adekitan
and Salau
[2019]
Hernández-
Blanco et al.
[2019]
Garro and
Vázquez
[2015]
Rastrollo-
Guerrero
et al. [2020]

Feed For-
ward Neural
Network

—Prediction of students
performance

—Recommendation of
learning opportunities

Merits:
—It is a technique that can be

used to identify the hidden re-
lationships between the data.

—This technique can easily han-
dle incomplete, noisy and the
missing data.

—It is a flexible technique as it
can produce output even when
the data available is incom-
plete.

—It can work in parallel form as
it has the capability to per-
form more than one job at a
time.

—The multi layer perceptron
used is able to find out the
complex relationships between
the dependent variable and the
independent variables.

Convolutional
Neural Net-
works

—Detection of undesir-
able behaviour of stu-
dents

—Students dropout pre-
diction

—Text classification

Demerits:
—It works as Black box.
—The transparency in this tech-

nique is poor.
—It does not clearly define how

the output is obtained using
the ANN architecture.

—The processing time required
is high. It is not a robust tech-
nique and is evolving.

Recurrent
Neural Net-
works

—Prediction of profi-
ciency of students

—Prediction of students
dropout

—Performance Prediction
—Improve accuracy of

prediction

Accuracy:
—The prediction accuracy can

reach upto 99% depending
upon the parameters and the
type of ANN used.

—The accuracy of multi layer
ANN is high.
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2 Fuzzy
Logic

Mousa
and Maghari
[2017]
Jahan [2015]
Alfere and
Maghari
[2018]

Clustering Group of students can be
created based on similar-
ity

Merits:
—It is a better technique to use

in case of overlapping in the
dataset.

—It is an efficient technique.
Demerits:
—There is a difficulty in

handling high dimensional
datasets.

—There is a problem of trapping
in local minima.

Accuracy:
—The accuracy is near about

92.6% and may differ on the
basis of parameters chosen.

K-nearest
neighbour —To know the skills

of students and their
habits

—Analysis of students be-
haviour

—Performance analysis of
students

—Chances of dropout of
students

—To know the early
grades of student and
this helps to find slow
learners

Merits:
—In KNN, the linear separation

of classes is allowed.
—KNN can handle noisy data

easily.
—Accurate predictions can be

made using this technique.
Demerits:
—When KNN is applied on large

datase, the processing time re-
quired is high.

Accuracy:
—The accuracy is near about

97% and may differ on the ba-
sis of parameters chosen.
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3 Genetic
Algorithms

Altaher
and Barukab
[2018]
Michalewicz
[1996]

—Selecting the best per-
former

—Predicting Students fu-
ture performance

Merits:
—Easy to understand
—Works well in case of noisy

data in the database
—Optimal solution can be ob-

tained easily
—Handles noisy data very well
—Handles the individual popula-

tion in parallel
Demerits:
—Expensive and consume more

time.
—Does not find optimal solution

always.
Accuracy:
—The accuracy is approximately

in between 74% and 83%
which may differ on the basis
of parameters chosen.
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4 Decision
Trees

Adekitan
and Salau
[2019]
Saa [2016]
Khasanah
et al. [2017]
Kaunang
and Rotikan
[2018]
Mousa and
Maghari
[2017]
Al-Barrak
and Al-
Razgan
[2016]
Wati et al.
[2017]

ID3 algo-
rithm

C4.5 al-
gorithm

CART
algorithm

—Prediction of academic
success rate of students

—To identify students
who need special
attention

—Helps educational insti-
tutions to improve the
teaching

—The expert area of stu-
dents can be added by
teachers

Merits:
—Easy to understand.
—Very simple and fast technique

for doing classification.
—Easily interpretable.
—The data processing time in

this technique is less.
—Normalisation of the data is

not required while using this
technique.

—Noisy data can be handled eas-
ily.

—Domain knowledge is not re-
quired for construction of de-
cision tree.

Demerits:
—Needs large amount of data

in the database for perform-
ing better classification of the
data.

—It is a data sensitive technique
as the data structure i.e. the
tree structure can be changed
if a small variation is made in
the dataset.

—Requires large memory.
—The space and time complex-

ity of applying this technique
is high.

Accuracy:
—The prediction accuracy is in

the range between 72.4% to
85.7% which may differ on the
basis of the algorithm and the
parameters used for doing clas-
sification.

—ID3 algorithm gives better re-
sults.
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5 Support
Vector Ma-
chine

Khasanah
and Harwati
[2019]
Costa et al.
[2017]
Xia [2016]
Tian et al.
[2012]

Linear Ker-
nel

Polynomial
Kernel

Radial Basis
Function

Classify students into dif-
ferent classes based on
their performance

Merits:
—Can work even when the data

collected is not linearly sepa-
rable.

—Provides highly accurate re-
sults.

—Can work with unstructured
data easily.

—Over-fitting risk is less.
Demerits:
—The training and testing of the

dataset requires more speed.
—Does not work well with large

datasets as the training time
required is very high.

—Large memory is required for
doing the classification.

—The final model obtained is
difficult to understand.

—Interpretation is difficult.
—The choice to be made be-

tween the kernel is very diffi-
cult.

Accuracy:
—Prediction accuracy is approx-

imately 98% and the rate of
error is low Al-Shehri et al.
[2017].
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6 Bayesian
Classifier

Adekitan
and Salau
[2019]
Mousa and
Maghari
[2017]
Wati et al.
[2017]
Alsuwaiket
et al. [2020]
MAKHTAR
et al. [2017]

Naive Bayes
Classi-
fication
algorithm

—Prediction of course
outcomes

—Success rate of students
in the next task

—Classification of text
documents

—Prediction of future
trends

—Making intelligent deci-
sions in distance educa-
tion

Merits:
—Implementation is simple.
—The efficiency of doing the

computation is good.
—The classification rate is high.
—Accurate results can be pre-

dicted.
—Can handle discrete and con-

tinuous data.
Demerits:
—Accuracy of the result ob-

tained through this technique
decreases if small amount of
data is used for training.

—Large amount of data is re-
quired in the database to ob-
tain good results.

Accuracy:
—The accuracy is between 95%

to 98% which may differ on the
basis of parameter chosen for
classification.

6. COMMON APPLICATIONS OF EDM

There are some common applications that are indirectly involved with all the techniques used for
educational data mining Hernández-Blanco et al. [2019]. They are as follows:

(i) Prediction of performance of students: The main objective here is to find out a value that
could describe the performance of students.

(ii) Detection of undesirable behaviour of students: The main focus is to find out the undesirable
behaviour of any student such as using mobile phones, bad habits such as cheating, talking
in between or drop out before completion of the course.

(iii) Making clusters of students: The main point is dividing the students into groups or clusters
on the basis of different parameters such as knowledge, performance, behaviour etc.

(iv) Analysis regarding social networking: The graph can be used to represent students and the
relationships among different students.

(v) Maintenance of reports: The focus here is to maintain reports of students regarding ac-
tivities performed by them while completing the course so that it can help teachers and
administrators in order to provide them feedback.

(vi) Helping stakeholders: The main purpose is to forecast students attitude and detect unusual
behaviour which could help the stakeholders to create alerts in time.

(vii) Plan and schedule teaching of course: The aim is to help teachers to prepare the plan and
schedule of the course to be taught to the students in advance.

(viii) Creation of course work: The purpose is to help educators in deciding course materials
using the information of students.
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7. OBSERVATIONS AND RESULTS

The authors of this paper have done analysis on various techniques used for educational data
mining. From the analysis, the authors have observed that Neural Networks can be used for pre-
diction and classification. The different types of neural network are used for different purposes.
Feed Forward Neural Network can be used for predicting the performance of students, taking into
account their past activities. It also helps in recommending students about the learning opportu-
nities after analysing their performance so that they can perform better in that particular field.
Multilayer Neural Network helps to find out the students who show undesirable behaviour in the
classrooms like doing side-talking, loss of focus in studying, bad behaviour with fellow students
etc. This behaviour affects the learning of students and by identifying such students teachers
can pay extra attention towards them and help them to focus in studies. It also helps in text
classification and making dropout predictions. It finds the students who are likely to dropout
without completing the course. The students take admission to improve their learning and make
a growth in their career but due to some reasons they dropout in between which results in a loss
for them as well as the educational institution. So, the data mining technique can help to make
this prediction so that students can be stopped at the right time before they dropout. Recurrent
Neural Network helps in predicting the proficiency level of the learners so that teachers can help
the students reach up to that level and improve their learning. It also makes prediction about
the dropout and the performance of students in the future.
Fuzzy Logic uses different Clustering and K-Nearest Neighbour techniques that help the educa-
tional institutions. Clustering helps to group students based on the similarity in their performance
which indirectly helps to identify students who are slow in learning so that special attention can
be given to such students which can result in their improvement. K-Nearest Neighbour helps in
the prediction of performance and dropout, identify skills and habits of students.
Genetic Algorithms technique helps to predict the future performance of students and also helps
in selecting the best performer on the basis of the data obtained related to students regarding
their performance in the past.
Decision Trees technique helps to improve the teaching process by identifying students success
rate in academics. It also helps to identify the students who need extra efforts in teaching so that
they can improve their learning.
Support Vector Machine technique helps to classify students on the basis of their performance in
academics and other activities.
Bayesian Classifier helps to make intelligent decisions in the distance education system by mak-
ing prediction regarding the success rate of students. The students can be provided with special
facilities to improve their learning. It also performs classification of text documents and helps in
prediction of course outcomes. The course can be improved to enhance the learning of students.

8. CONCLUSION

The application of data mining techniques in the field of education plays a very important role
as it helps in the overall improvement of the educational system. It helps not only students
but also teachers and the other stakeholders involved in the education system. The predictions
made using different data mining techniques discussed in the paper helps in the improvement
of teaching-learning process. The teachers can get information about the needs of students so
as to improve their future performance. The paper explains about the applications of all the
techniques in the field of education and how the prediction made using them help in improving
the teaching process.
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