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COVID-19 pandemic has become a major threat to the world. In this study a model is designed which can predict

the likelihood of COVID-19 patients with maximum accuracy. Therefore three machine learning classification
algorithms namely Decision Tree, Naive Bayes and Logistic Regression classifier are used in this experiment to

detect Covid-19 disease at an early stage. The models are trained with 75% of the samples and tested with 25%

of data. Since the dataset is imbalanced, the performances of all the three algorithms are evaluated on various
measures like F-Measure, Accuracy and Matthews Correlation Coefficient. Accuracy is measured over correctly

and incorrectly classified instances. All the analyses were performed with the use of Python, version 3.8.2. Receiver
Operating Characteristic (ROC) curves are used to verify the result in a proper and systematic manner. This

framework can be used, among other considerations, to prioritize testing for COVID-19 when testing resources

are limited.
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1. INTRODUCTION

The novel coronavirus disease 2019 (COVID-19) presents most shocking and urgent threat to
global health. It has already spread over 185 countries and territories around the world and
nearly seven lakhs thirty eight thousands of people 1 already died by this infectious disease. Ac-
cording to WHO (World Health Organization) reports 2 COVID-19 is a severe acute respiratory
syndrome which is transmitted through respiratory droplets and contact routes. Thus, analysis
of this disease requires major attention by the Government and several autonomous bodies to
take necessary steps in reducing the effect of this global pandemic. It is extremely critical to
detect the positive cases specially asymptomatic as early as possible so as to prevent the further
spread of this epidemic and to quickly treat affected patients. In this context, Machine Learning
based classifier modeling J. D. Kelleher [2015] is emerging as a powerful weapon in humanity’s
fight against disease outbreaks. There exist a large number of research works where machine
learning algorithms have been applied to give efficient predictions in healthcare M. A. Ahmad
[2018], A. Callahan [2017], P. Chowriappa [2013].
When a new pandemic hits, diagnosing individuals is challenging. Moreover, there are many
countries where testing on a large scale is difficult and tests are likely to be expensive, especially
in the beginning. Anyone who has any symptoms of COVID-19 is likely to be very concerned that
they have contracted the disease, even if the same symptoms are indicative of many other, poten-
tially milder diseases too. Some people have extremely mild cases while others find themselves
fighting for their lives. The symptoms of the disease resemble a typical viral, respiratory infection
with an incubation time of 14 days. In this article we have shown how classification algorithm
such as Decision Tree, Naive Bayes and Logistic Regression can accurately predict whether a
person is infected with coronavirus based on a range of symptoms a person experiences. This
will help to identify those with COVID-19 in populations that are experiencing limited clinical
testing.
We established a machine learning approach that trained on records from 5618 tested individuals

1https://www.worldometers.info/coronavirus, (accessed on 11th August, 2020)
2World Health Organization, (2020), Coronavirus disease 2019 (COVID-19): situation report, 98
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(of whom 610 were confirmed COVID-19 positive cases). Clearly here data classes are imbalanced
as it is unevenly distributed S. Daskalaki [2006]. Most standard machine learning algorithms work
well with balanced dataset where both the classes (binary classification) are equally distributed,
but they face challenges when the dataset classes are imbalanced S. Boughorbel [2017]. In such
situation, classifiers tend to be biased towards the majority class and the results are wrongly in-
terpreted. As the data imbalance is more common in some real life applications such as fraudulent
transaction, detection of disease, performance of the classifier must be carried out using adequate
metrics to pay more attention to the minority class. Thus, one of the good approaches to deal
with this issue is to incorporate other metric to handle data imbalance. Since Matthews Cor-
relation Coefficient (MCC) is widely used in Bioinformatics as a performance metric, Matthews
[1975], we incorporated this metric along with F-measure, ROC for the algorithms. Experimen-
tal performance of all the three algorithms is compared on various measures and achieved good
accuracy.
After presenting background in section 1, related work is described in section 2. Section 3 presents
the methodology about the model used in this study. Section 4 covers data characteristics, ex-
perimental results and model evaluation. Conclusion is presented in section 5.

2. RELATED WORK

R. Sujath [2020] presented a model to predict the spread of COVID-19. Authors performed Lin-
ear regression, Vector autoregression and Multilayer perceptron method for COVID-19 data to
anticipate the epidemiological example of the ailment and pace of COVID-19 cases in India.
A. Z. Khuzani and Shariati [2020] hypothesized that machine learning-based classifiers can re-
liably distinguish the Chest-X-Ray (CXR) images of COVID-19 patients from other forms of
pneumonia. A dimensionality reduction method is used by author to generate a set of optimal
features of CXR images. Later an efficient machine learning classifier is built that can distinguish
COVID-19 cases from non-COVID-19 cases with high accuracy and sensitivity.
A ubiquitously deployable AI-based preliminary diagnosis tool for COVID-19 was presented by
A. Imran [2020] using cough sound via a mobile app. This research work proposed and developed
a tri-prongedmediator centered AI-engine for the cough-based diagnosis of COVID-19, named
AI4COVID-19. The results show that the AI4COVID-19 app is able to diagnose COVID-19 with
negligible misdiagnosis probability. A. Waheed [2020] proposed an ACGAN (Auxiliary Classifier
Generative Adversarial Network) based model called CovidGAN that generates synthetic CXR
images to enlarge the dataset and to improve the performance of CNN in COVID-19 detection.
Authors demonstrated that the synthetic images produced from CovidGAN can be utilized to
enhance the performance of CNN for COVID-19 detection.
C. Iwendi [2020] proposed a fine-tuned Random Forest model boosted by the AdaBoost algo-
rithm. The model used the COVID-19 patients travel, health, geographical and demographic
data to predict the severity of the case and the possible outcome, recovery, or death.
Md. M. Ahamad [2020] developed a supervised machine learning model by examining the details
of the individuals e.g. age, gender, observation of fever, history of travel, and clinical details such
as the severity of cough and incidence of lung infection. Our work is different from the existing
literature as this study proposed three machine learning algorithms to predict COVID-19 positive
patients by considering some symptoms like cough, fever, sore throat, shortness of breath etc.

3. METHODOLOGY

Classification is a two-step process, learning step and prediction step, in machine learning. In
the learning step, the model is developed based on given training data. In the prediction step,
the model is used to predict the response for given data. Proposed procedure of the study is
summarized in Figure 1 in the form of model diagram. To build the model and predict COVID-
19 disease we proceed as follows. The entire study is divided into following steps: (i) Preprocess:
Preprocessing is required in order to build a better model with good prediction. Here missing
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Figure. 1: Proposed Model Diagram

values, duplicate records, encoding categorical variables are taken care using preprocessing tools.
(ii) Data is split into training and testing set (iii) We train the models with 75% of the samples
(4213 instances) and test with the remaining 25% (1405 instances). (iv) Models are evaluated
using statistical score.

3.1 Algorithm used for classification

In this article Decision Tree, Naive Bayes and Logistic Regression Flach [2012] are used as clas-
sifier. A confusion matrix is a table that is used to describe the performance of a classification
model on a set of test data for which the true values are known. Outcome of Confusion Ma-
trix is used to indicate the summary of prediction results including correct and incorrect on a
classification problem. In addition, this is used to not only errors but also types of errors. Lets
understand the segments of the confusion matrix below.

—True Positives (TP): COVID-19 cases which are predicted yes (they have the disease), and
they do have the disease.

—True Negatives (TN): COVID-19 cases which are predicted no, and they do not have the
disease.

—False Positives (FP): COVID-19 cases which are predicted yes, but they do not actually have
the disease (Type I error).

—False Negatives (FN): COVID-19 cases which are predicted no, but they actually do have the
disease (Type II error).

A large research work discussed on how to assess the quality of classifiers on imbalance dataset,
and a large set of metrics proposals that address one or more of the problems. As we discussed
above, an important aspect of imbalanced problems is that misclassifying a positive case (a false
positive) should be costlier than misclassifying a negative case (a false negative). Accuracy does
not take those differences into consideration. MCC is a correlation coefficient between target
and predictions. Thus, its value lies between -1 and +1. -1 interprets when there is perfect
disagreement between actual value and predicted value, 1 when there is a perfect agreement
between actual and predictions. 0 represents when the prediction may be random with respect
to the actuals. As confusion matrix involves values of all the four quadrants, it is considered as
a balanced measure. Accuracy, Precision, Recall, F-Measure, ROC (Receiver Operating Curve)
and MCC measures are used for the classification of this work. Table I defines accuracy measures
below:

3.2 Algorithm

Inputs: COVID-19 symptom Database for patients
Outputs: Classification of Covid-19 disease

(i) Read the data
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Table I: Accuracy Measures

Measures Definition Formula

Accuracy (A) Accuracy represents the accu-

racy of the algorithm in pre-

dicting instances

A=
(TP+TN)

TotalNo.ofSamples

Precision (P) Classifiers correctness /

accuracy is measured by
Precision

P = TP
(TP+FP )

Recall (R) Recall is used to measure the

classifiers completeness or sen-
sitivity

R = TP
(TP+FN)

F-Measure (F) F-Measure is the weighted av-
erage of precision and recall

F =
2∗(P∗R)
(P+R)

ROC ROC (Receiver Operating

Curve) curves are used to

compare the usefulness of tests

Matthews Cor-

relation Coeffi-
cient (MCC)

The MCC describes how

changing the value of one
variable will affect the value

of another and returns a value

between -1 and 1

MCC =
(TP×TN)−(FP×FN)√

(TP+FP )(TP+FN)(TN+FP )(TN+FN)

(ii) Split data for Training and Testing

(iii) Apply Classification Algorithm (Decision Tree, Naive Bayes and Logistic Regression) on
Training dataset

(iv) Test Classifier Algorithm using Test data

(v) Generate Confusion matrix and classification report

(vi) Evaluate the Performance of the model

(vii) Stop

This paper will focus on 3 metrics F-Measure, ROC and MCC to evaluate the model. In the
following sections algorithms and results of confusion matrix are presented.

3.2.1 Decision Tree Algorithm
Decision Tree is one of the easiest and popular classification algorithms to understand and in-
terpret. It belongs to the family of supervised learning algorithms. The goal of using a Decision
Tree is to create a training model that can use to predict the class or value of the target variable
by learning simple decision rules inferred from prior data (training data). In Decision Trees, for
predicting a class label for a record we start from the root of the tree, then the values of the root
attribute are compared with the record’s attribute. On the basis of comparison, we follow the
branch corresponding to that value and jump to the next node. The evaluated performance of
Decision Tree technique using Confusion Matrix is shown in Table II.

Table II: Confusion Matrix of Decision Tree

Confusion Matrix Class Precision Recall F-Measure Support

0 0.90 1.00 0.95 1260[
[1260 0

]
1 1.00 0.06 0.12 145

accuracy 0.90 1405[
136 9]

]
macro avg 0.95 0.53 0.53 1405

weighted avg 0.91 0.90 0.86 1405

3.2.2 Naive Bayes Classifier
Naive Bayes Classifier is a probabilistic classifier, which means it predicts on the basis of the
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probability of an object. Naive Bayes classifier assumes that the presence of a particular feature
in a class is unrelated to the presence of any other feature. It defines that status of a specific
feature in a class does not affect the status of another feature. Since it is based on conditional
probability it is considered as a powerful algorithm employed for classification purpose. Naive
Bayes is a machine learning classifier which employs the Bayes Theorem. Bayes theorem provides
a way of calculating the posterior probability, P (A|B) from P(A), P(B) and P (B|A). Therefore,

P (A|B) = (P (B|A)P (A))
P (B) where P (A|B) is the posterior probability of class (A, target) given

predictor (B, attributes)
P(A) is the prior probability of class
P (B|A) is the likelihood which is the probability of predictor given class
P(B) is the prior probability of predictor
The evaluated performance of Naive Bayes algorithm using Confusion Matrix is presented in
Table III.

Table III: Confusion Matrix of Naive Bayes Classifier

Confusion Matrix Class Precision Recall F-Measure Support

0 0.90 0.99 0.94 1260[
[1243 17

]
1 0.37 0.07 0.12 145

accuracy 0.89 1405[
135 10]

]
macro avg 0.64 0.53 0.53 1405

weighted avg 0.85 0.89 0.86 1405

3.2.3 Logistic Regression Classifier
Logistic Regression is a statistical and machine-learning technique classifying records of a dataset
based on the values of the input fields. It predicts a dependent variable based on one or more
set of independent variables to predict outcomes. It can be used both for binary classification
and multi-class classification. The evaluated performance of Logistic Regression using Confusion
Matrix is shown in Table IV.

Table IV: Confusion Matrix of Logistic Regression Classifier

Confusion Matrix Class Precision Recall F-Measure Support

0 0.90 1.00 0.95 1260[
[1255 5

]
1 0.44 0.03 0.05 145

accuracy 0.90 1405[
141 4]

]
macro avg 0.67 0.51 0.50 1405

weighted avg 0.85 0.90 0.85 1405

4. EXPERIMENT

The proposed system is implemented for COVID-19 diagnosis using Python 3.8.2 programming
language with a processor of Intel Core i5-8300H CPU @ 2:30GHz and RAM of 8 GB running on
Windows 10. The main aim of this study is the prediction of the patient affected by COVID-19
using Python by using the database. Table V shows a brief description of the dataset. All the
data used in this study were retrieved from the Israeli Ministry of Health Website 3. The dataset
was downloaded, translated into English, and can be accessed at 4. However, this dataset has
been pre-processed further to meet the needs of this study. This dataset is licensed and available
for general usage. For the model architecture, a total of 5618 patients are used with 4213 (75%)
patients for training and the remaining 1405 (25%) in testing.

3https://data.gov.il/dataset/covid-19
4https://github.com/nshomron/covidpred
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4.1 Data Characteristics

The proposed methodology is evaluated on COVID-19 data collected from a publicly available
dataset. The dataset provides the COVID patients’ information. Data was collected in CSV file
uploaded in Jupyter notebook and analysed with Python 3.8.2 software. Datasets also contain
some missing values. Thus, NA/N values are converted to zero or they may be neglected. This
dataset comprises of medical detail of 5,618 instances which include female and male patients.
The dataset also comprises numeric-valued 9 attributes where value of one class ”0” treated
as negative and value of another class ”1” is treated as positive for symptoms of COVID-19
disease. Table V consists of data type information about the attributes. Fever, cough, cold,

Table V: Data type of attributes

Column Type

Patient Id Numeric

Age Numeric

Gender Categorical

Cough Categorical

Fever, n (%) Categorical

sore throat, n (%) Categorical

shortness of breath, n (%) Categorical

headache, n (%) Categorical

Chronic Disease, n (%) Categorical

SARS-Cov-2 positive result Categorical

sore throat, headache, shortness of breath are the most common symptoms that are noticed in
patients whose data is available in this dataset and are shown in Table VI. Figure 2 shows the

Table VI: Data description and attribute information

Number of instances (5618) Number of Attributes (9)

Attribute Characteristic

Basic Information

Age Mean age =52.54

Gender: Male, n (%) 2955 (52.6%)

Gender: Female, n (%) 2663 (47.4%)

Symptom (0 / 1) Class (1)

Cough, n(%) 54(0.96%)

Fever, n (%) 44(0.78%)

sore throat, n (%) 28(0.50%)

shortness of breath, n (%) 23(0.41 %)

headache, n (%) 30(0.53%)

Chronic Disease, n (%) 225(4.00%)

SARS-Cov-2 positive result 610(10.86%)

frequency distribution of age of patients. We could see that maximum number of patients’ age
lies between 50 to 60. Figure 3(a) shows the correlation heatmap between attributes. Figure
3(b) shows the correlation between attributes and the outcome i.e. whether patient is COVID
positive or negative. As Figure 3(b) illustrates, some attributes like shortness of breath and sore
throat are the top features with high correlation to the patient’s COVID positivity risk. Table
VII represents different performance values of all classification algorithms calculated on various
measures. Maximizing precision will minimize the number of false positives, whereas maximizing
the recall will minimize the number of false negatives. Sometimes, we want excellent predictions
of the positive class. We want high precision and high recall. This can be challenging, as increases
in recall often come at the expense of decreases in precision.
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Figure. 2: Histogram of Age

Figure 3(a):Correlation heatmap between attributes Figure 3(b):Correlated heatmap for the most correlated
attributes

Accuracy is used when the True Positives and True negatives are more important while F-
Measure is used when the False Negatives and False Positives are crucial. Accuracy can be
used when the class distribution is similar while F-Measure is a better metric when there are
imbalanced classes as in the above case. In most real-life classification problems, imbalanced
class distribution exists and thus F-Measure is a better metric to evaluate our model on. From

Table VII: Comparative Performance of Classifiers on Various Measures

Classification Algorithm F-Measure Accuracy % ROC MCC Correctly Clas-

sified Instances

Incorrectly

Classified

Instances

Decision Tree 0.95 90 0.733 0.24 1269 136

Naive Bayes Classifier 0.94 89.2 0.63 0.123 1253 152

Logistic Regression 0.95 89.6 0.60 0.09 1259 146
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Table VII it is analyzed that Decision Tree shows the maximum accuracy. So the Decision Tree
machine learning classifier can predict the chances of COVID-19 with more accuracy as compared
to other classifiers. According to these classified instances, accuracy is calculated and analyzed.
Performance of individual algorithm is evaluated on the basis of Correctly Classified Instances
and Incorrectly Classified Instances out of a total number of instances.
Figure 4 shows ROC curve of three classifiers used in prediction phase of COVID cases.

Figure. 4: ROC curve of three classifiers

5. CONCLUSION AND FUTURE WORK

The COVID-19 pandemic poses a historical challenge across the world. The most important
problem is to fight with COVID-19 pandemic by detection of disease at its early stage. In this
study, systematic efforts are made in designing a model which results in the prediction of COVID-
19. During this work, three machine learning classification algorithms are studied and evaluated
on various measures. Experiments are performed on COVID-19 database of patients. Model
evaluation using Decision Tree classification algorithm yielded better accuracy when compared
to other algorithms. Since imbalanced data set pose important challenges to existing approaches
to predictive modeling, in future, the better hybrid system with machine learning classification
algorithms can be used to predict or diagnose other diseases. The work can be extended and
improved for the automation of COVID-19 analysis including some other machine learning algo-
rithms.
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