
Agent Technology in Bioinformatics: A Review

GURPREET SINGH BHAMRA

Maharishi Markandeshwar University at Mullana

ANIL KUMAR VERMA

Thapar University at Patiala

and

RAM BAHADUR PATEL

Gobind Ballabh Pant Engineering College at Ghurdauri

Mobile Agent is an autonomously transportable code performing node to node migration without losing its op-
erability. Advantages of intelligent agent technology are being effectively utilized in simulating and modeling of
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1. INTRODUCTION

Bioinformatics or computational molecular biology aims at automated analysis and the manage-
ment of high-throughput biological data as well as modeling and simulation of complex biological
systems with the help of mathematical and computer science techniques. The first sequence
alignment algorithms [Gibbs and McIntyre 1970] appeared in 1970s and since then Bioinformat-
ics field has very much changed as it has now encompasses a wide range of subject areas from
structural biology, genomics to gene expression studies. Today in-silico analysis is a fundamental
component of biomedical research [Setubal and Meidanis 1997; Attwood and Parry-Smith 1999;
Claverie 2000; Luscombe et al. 2001; Baxevanis and Ouellette 2001; Baldi and Brunak 2001; Lesk
2014; Ouzounis and Valencia 2003; Cohen 2004].
Intelligent software agent technology is an interdisciplinary technology inherited from Dis-

tributed Computing (DC), Distributed Artificial Intelligence (DAI), advanced knowledge base
systems, and human computer interaction. The motivating idea of this technology is the devel-
opment and efficient utilization of autonomous software objects called agents, which have access
to geographically distributed and heterogeneous information resources to simplify the complexi-
ties of DC. They are autonomous, adaptive, reactive, pro-active, social, cooperative, collaborative
and flexible. They also support temporal continuity and mobility (weak and strong) within the
network. An intelligent agent with mobility feature is known as Mobile Agent (MA). MA migrates
from node to node in a heterogeneous network without losing its operability. It can continue to
function even if the user is disconnected from the network. It is carrying its code, execution state
and other data while on the move. On reaching at a node MA is delivered to an agent execution
environment where its authenticity is verified and executable parts are started running. Upon
completion of the desired task, it delivers the results to the home node or to another node.
MAs can be viewed as an extension of the traditional client/server paradigm. With MA, a

single serialized object is transmitted over the network carrying the small amount of resultant
data only thus reducing the consumption of network bandwidth, latency(response time delay)
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and network traffic. They are robust , fault-tolerant and useful for low-cost, light weight, portable
computing devices having the low processing powers, memory constraints, and intermittent low
bandwidth connection. Agent’s strong mobility feature is helpful in load balancing of processor
and memory intensive tasks. A distributed application, built as a collection of MAs, can be easily
extended with new functionality in the form of agents with slight modifications to the master
agent. Number of participating hosts can be increased without any significant impact on the
complexity of the application. MAs are self-contained and highly reusable. The parent agent can
also clone several child agents to implement concurrent operations, and improve the efficiency.
They also facilitate the rapid prototyping of distributed applications as software components can
be flexibly and dynamically deployed in the form of MAs.

Figure. 1: General architecture of a java based MAP [Bhamra et al. 2014]

A Mobile Agent Platform (MAP) a.k.a. Agent Execution Environment(AEE) or Agent Devel-
opment (Tool)kit, is a middleware, distributed, server application that provides the appropriate
functionality to MAs to authenticate, execute, communicate (with other agents, users, and other
platforms), migrate to other platform, and use system resources in a secure way. A Multi Agent
System (MAS) is distributed application comprised of multiple interacting intelligent agent com-
ponents. The conceptual model of a java based MAP is depicted in figure 1. It consists of a)
Host machine or a Network Node with Operating System and other hardware; b) Java Virtual
Machine (JVM)-a runtime environment for platform independence and security; c) Mobile Agent
Platform(MAP)- A multithreaded server application running on the top of JVM and provides
the agent API with the basic functionality for agent management, migration, communication
and security etc., in the form of java packages; and d) Communication Infrastructure (wired or
wireless network) connecting the Host machines. Java MAs are special Java objects, executed as
threads within an AEE. TCP/IP is used as the main transport mechanism. The behavior of a
MAP is based on the services it offers. MAPs provide a set of core services and could be enriched
with new services, implemented as service agents on top of the core functionality. The basic
facilities provided by an AEE include Mobility, Communication, Security, Identification/Naming
Scheme, Portability/Platform Heterogeneity, Resource Management, Resource Discovery, Con-
trol/Computation, Persistence, Interoperability, Scalability and Stability.

Today, agents are deployed in different settings and application domains such as Information
Retrieval System(IRS); Systems and Network management; Mobile Computing; Managing Mails
and Messaging; Workflow and Administrative Management; Electronic Commerce; Industrial
control; Internet searching; Personal assistance; Games; Software distribution; Bioinformatics;
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Clinical Data analysis for medical diagnosis; Distributed Data Mining(DDM); Intrusion De-
tection System(IDS); Peer-to-Peer Computing; Grid and Cluster Computing; Wireless Sensor
Network(WSN); Unmanned Air and Under-Water Vehicles; Oil production systems etc [Bhamra
et al. 2014].

2. AGENT TECHNOLOGY AND BIOINFORMATICS

A Workflow is the coordinated execution of multiple tasks or activities in a process applying a
a set of procedural rules. A Workflow Management Systems (WMS) is a system that defines,
creates and manages the execution of workflows through the use of software, running on one or
more workflow engines, which is able to interpret the process definition, interact with workflow
participants and, where required, invoke the use of IT tools and applications [Hollingsworth 1994;
WfMC 1999]. The biological experiment can also be seen as a workflow as bio-scientists performs
their in-vitro experiments or in-silico daily work by executing a set of distinct, time consuming
and repetitive activities in a distributed environment. In fact, they are always in need of flexible
and expandable computational analysis and simulation tools[Steven et al. 2001; Merelli et al.
2002]. Academic research oriented and industrial WMSs have already been proposed and are
being applied in the biomedical domain [Romano 2007].
Sequencing of organisms results into generation of huge quantity of dynamic, unstructured,

heterogeneously distributed and exponentially growing raw biological data. Sharing this high-
throughput biological data and making sense ( or mining interesting knowledge) out of this data
is a common problem among every one involved in this field [Bryson et al. 2000; Orro et al. 2005;
Bartocci et al. 2006; Bartocci et al. 007a; Bartocci et al. 007b; Yang et al. 2009]. The lack of
network bandwidth is also one of the main limitations on user activities which prohibits efficient
transmission and receiving of huge biological data [Merelli et al. 2002]. The post-genomic era has
resulted into availability of the enormous amount of distributed biological data sets that require
suitable tools and methods for modeling and analyzing biological processes and sequences. The
bioinformatics research community feels a strong need to develop new models and exploit and
analyze the available genomes [Ezziane 2006].
The concept of data mining(DM) came to biology around 2000. Since then lots of DM al-

gorithms, software tools, and web tools on bioinformatics have been proposed and designed.
Software agents have been considered for DM from 2001. AgentLink (http://www.agentlink.org)
funded by the European Commission’s 6th Framework Programme, was a Coordination Action
for Agent Based Computing for providing support for researchers and developers in the do-
main of agent-based computing. The first Technical Forum was held from 30th June to 2nd of
July, 2004 in Rome, Italy, at which the first BIOAGENTS Technical Forum Group founded the
Working Group. Agent technology provides an appropriate solution for applications that deals
with the repetitive,time-consuming,interactive and coordinated activities;learning, planning and
information and knowledge management and modelling and simulations of complex, dynamic
systems [Corradini and Merelli 2005; Shunmuganathan et al. 2008]. The advantages of software
agents discussed above make the agent technologies and MASs suitable for bioinformatics field
and constitute an active and emerging area both in relation to designing domain-aware MASs
for simulating and modeling biological systems through autonomous components interactions;
and for the automation of data collection and service discovery processes along with knowledge
management and problem-solving. Interactions among agents in a MAS resembles to the in-
teractions among entities in the modeled biological system. The agent abstraction allows us to
directly model both reactive and proactive behavior of biological components and their environ-
ment [Luck et al. 2003; Luck et al. 2005; Luck and Merelli 2005; Orro et al. 2005; Merelli and
Young 2005; Merelli et al. 2006]. The genome scientists can design reagents for future research
in livestock genomics with the help of communities of software agents. Software agents are be-
ing used to assist in the process of submitting sequence data to GenBank at the Meat Animal
Research Center (MARC) at Clay Center, Nebraska [Keele and Wray 2005]. Agent technology
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would be an increasingly important domain for biological data mining and analysis in coming
years [Yang et al. 2009].

3. MAP/MAS IN BIOINFORMATICS

Use of intelligent software agent technology in bioinformatics started around 2000. Most of the
research in bioinformatics using agent technology focuses on designing MAS for WFM [Bar-
tocci2006]. Some prominent MAS in bioinformatics domain are GeneWeaver[Bryson et al. 2000],
BioMAS[Decker et al. 2001; Decker et al. 2002], BioAgent[Merelli et al. 2002], CellMAS[Corradini
et al. 2005; Merelli and Young 2005], Agent based framework for PSP(AbFPSP)[Bortolussi et al.
2005], BIOPACMAS[Orro et al. 2005], MAS for gene expression data (MAS GED)[Lam et al.
2006], Multiagent based bio-data mining(MABDM)[Yang et al. 2009], MAS LIMS[Maccagnan
et al. 2010]. Description of these and some other systems are given below.
GeneWeaver [Bryson et al. 2000] is a prototype MAS designed for genome analysis and protein

structure prediction. It composed of a community of task oriented agents. Each agent encapsu-
lates the existing databases and tools and interact with other agents to effectively automate the
biological processes. Various agents involved in GeneWeaver agent community are:-

—PDB ,Swiss and PIR Agents - To manage the primary sequence databases.

—Protein NRDB (non-redundant database) Agent - To integrate the data managed by PDB
Agent, Swiss Agent and PIR Agent.

—Calculation, Blast and Clustal Agents - To annotate biological sequences using relevant pro-
grams. The skills of the various calculation agents can be combined by an expert calculation
agent using expert knowledge encoded in plans. In this case it can use the Blast Agent to find
similar proteins and then use the Clustal Agent to accurately compare the proteins obtained.

—Genome Agent - To provide functionality of external access to the results generated by the
system via the WWW.

Each agent in the GeneWeaver community shares a common AEE comprising the generic
modules of control, motivation, action, interaction, and communications. The motivation module
gives direction to a central control module through particular goals in a best possible way. It
can either take action itself through its action module, or request assistance from another agent
through its interaction module and the interaction mechanism is handled by the communications
module. The meta-store acts as a repository for local information such as the skills of other
agents. Neither the data store nor the analysis tools are regarded as a part of the agent but they
are used by agents either to store persistent data they are working with or to analyze the data.

BioMAS [Decker et al. 2001; Decker et al. 2002] is a prototype MAS based on DECAF [Gra-
ham et al. 2003] toolkit for automated annotation and database storage of sequencing data for
herpesviruses. The resulting system eliminates tedious and hand analyses, makes the data and
annotations available for other researchers, and provides a level of query processing beyond even
some high-profile web sites. BioMAS uses the distributed and open nature of its multi-agent
solution to expand the information gathering system in several ways that will make it useful for
biologists studying more organisms, and in different ways. Based upon the BioMAS, Jin et al.
[2005] present a new approach to visualize complex datasets representing gene expression and
pathway models in hierarchical view space using the Starlight information visualization system.
BioAgent [Merelli et al. 2002]is a MAS to support bio-scientists during the process of genome

analysis and annotation. The 4-layered software architecture of BioAgent system consists of the
Core layer, Service agents layer, Bio agents layer, and Workflow layer. The Core layer provides
basic features of any MAP; the Service agents layer consists of the set of services available in
a single place; the Bio agents layer hosts and manages the set of mobile user agents. And the
Workflow layer provides a definition language, called BioAgent-l, is appropriate and provides
ease of handing for the definition of a bio-scientist workflow in terms of coordinated execution of
multiple tasks or activities.
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Hermes [Bonura et al. 2003; Corradini et al. 2003; 2004; Corradini and Merelli 2005]is a 3-
layred, component-based, AEE completely developed in Java for design and execution of activity
or workflow based applications in distributed environments. It is flexible, modular, scalable, and
can be easily configured for specific application domains by adding domain-specific component
libraries. Application domain experts can focus on designing activity workflow and ignore the
topological structure of the distributed environment. Figure 2 shows the layout for a distributed
system designed over Hermes middleware in heterogeneous environment.

Figure. 2: A Distributed System over Hermes Middleware [Corradini and Merelli 2005]

The 3-layred software architecture of Hermes consists of the user layer, system layer and run-
time layer. The core abstract Agent class assigns the basic features to each agent such as mobility
with two associated extensions UserAgent and ServiceAgent. At the user layer, it allows design-
ers to specify their applications as a workflow of activities using the graphical notation provided
by Enhydra JaWE workflow editor [JAWE 2003]. The workflow editor is used to compose the
primitive as well as complex activities. A primitive activity can be directly executed. A complex
activity must be specified before it can be used and such specification further is a workflow of
complex and simple activities. , A context-aware compiler at the system layer generates a pool
of user mobile agents from the workflow specification. The design phase of the compiler relies
in a two steps: 1) the User-Level Activity Database (ULAD) is used to map the User Level
Workflow (ULW) to Agent Level Workflow (ALW); 2) the User-level Activity Implementation
Database (ULAID) and the Database of Skeletons (DoS) are used to code the ALW in a pool of
mobile Workflow Executors(WEs) , i.e., the UserAgents. At the run-time layer, it supports the
activation of a set of specialized ServiceAgents, and it provides all necessary to support agent
mobility,security, fault tolerance, communication, and resource management and discovery. Ser-
viceAgents act as guard of the local resources and are created any time a new resource becomes
available in the distributed environment. UserAgents (WEs) interact with distributed environ-
ment through ServiceAgents (SAs). In fact, when a UserAgent migrates and arrives in a different
platform, it can query the YellowPageService to gain information about services offered in the
platform and then it communicates with ServiceAgents to gain the information it needs. Further
these 3 layers are themselves split in two conceptual levels: - the type of application running
on each layer and - the infrastructure supporting the application. At the user layer, the appli-
cation is the workflow and the infrastructure is the workflow management environment (editor,
model checker etc.). At the system layer, the application is a pool of running UserAgents or
WEs, and the infrastructure is given by the agent management system (compiler, model checker,
query optimizer, . . . ). Finally, at the run-time layer, the application is given by a set of services
provided by ServiceAgents and the infrastructure consists of the mobile computing platform
for agents mobility. Main Services and Tools for Hermes include, XML Generalized Wrapper,
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i.e., Any Input XML Output(AIXO) Service Agent; Web Service Service Agent(WS2A); Match-
maker Service Agent(MSA); Ontology Management Service Agent(OMSA); light Tuple Space
Service agent(lightTS-SA); Web Interface Service Agent(WISA); and Workflow Interface Service
Agent(WfSA). Details of these services can be found in [Corradini and Merelli 2005].

CellMAS [Corradini et al. 2005; Merelli and Young 2005] is a MAS designed on the top of
Hermes for modeling Carbohydrate Oxidation in cellular process. A biological cell is a complex
system comprising of a large number of interacting components within a dynamic environment.
Each cell acts as a self-contained and autonomous entity, i.e., it can take in nutrients, convert
these nutrients into energy, and reproduce itself. Metabolic pathways are the series of chemical
reactions within a cell that realise cell metabolism. Carbohydrate oxidation is a set of metabolic
pathways by which a cell produces energy through chemical transformation of carbohydrates like
fructose, glucose, etc. The CellMAS models the structure as well as the behavior of the biological
system, the metabolic pathways are encapsulated and distributed among software agents that
model the cellular components that collaborate in each pathway.

BioWMS [Bartocci et al. 2006; Bartocci et al. 007a; Bartocci et al. 007b] is another WMS case
study for the use of Hermes V2 middleware in Open Grid Services Architecture (OGSA)[Foster
et al. 2003] compatible Grid computing environment. In this case study authors used Petri
nets-based notations for the compilation phase at the system layer of Hermes middleware. In a
two steps compilation phase, User Workflow Specifiations (UWSs) are mapped onto agent level
Interactive Components (ICs) comprising a MAS. In the first step, UWS is translated to a Role-
based Workflow Specification (RWS) The first translation assigns the resources or roles needed
to execute each task. Wf-net [van der Aalst 1998], a well-known extension of classical Petri
net [Murata 1989], is chosen as high-level specification language suitable to represent the main
workflow patterns. The second step translates RWS into Interactive Components and in order to
specify the behavior of each component independently from the corresponding generated code,
BRICs [Ferber 1999], another Petri nets-based notation, is used to translate Wf-net to BRICs
notation. BioWMS provides a Web-based interface to define in-silico experiments as workflows
of complex and primitive activities. It provides a web-based editor, called WebWFlow, that
enables the definition of a workflow in the XML Process Definition Language (XPDL). Workflow
client applications, like BioWEP [Romano et al. 2007], are used to execute existing or previous
saved workflows, to check the workflow execution state and to manage the produced results. The
workflow enactment service provides the run-time environment in which process instantiation and
activation occur, utilising one or more workflow management engines, responsible for interpreting
and activating part, or all, of the process definition and interacting with the external resources
necessary to process the various activities. The workflow enactment in BioWMS is supported by
the Hermes middleware and its context aware compiler (XpdlCompiler). The Hermes Graphical
User Interface (GUI) is an administration and monitoring tool that allows checking, at any
time, of the computational resources available, the memory consumption and the agents that are
running.

In the OSGA compatible multilayer Grid setup, in-silico experiments can be organized as
workflows to be executed on BioWMS. Agent-based simulation of biological process takes place
in proposed Orion component. In its present version it takes into account behavioral modeling of
metabolic reactions. Resourceome is an ontological model that keeps an alive semantic index of
resources in the bioinformatics domain. Simultaneously, BioWMS and Orion can interact with
Resourceome, taking advantage of the same machine-understandable knowledge infrastructure.
An OGSA infrastructure allows a transparent and controlled access to the Grid resources, both
in the biological systems simulations and in-silico experiments. The interactions among OGSA,
BioWMS, Resourceome, and Orion are agent-driven. This proposed virtual laboratory is designed
for the Laboratory for Interdisciplinary Technologies in Bioinformatics (LITBIO), a FIRB project
applied to Genomics and Proteomics research at an international level [Corradini 2006].

Karasavvas et al. [2004] proposed the use of agent technology for designing bioinformatics

International Journal of Next-Generation Computing, Vol. 5, No. 2, July 2014.



Agent Technology in Bioinformatics: A Review · 183

integration systems. Bortolussi et al. [2005] presented agent based framework for protein structure
prediction (PSP) problem of predicting the 3D native conformation of a protein from the known
sequence of amino acids, implemented using the Linda package of SICStus Prolog and C++. Each
amino acid is represented by independent software agent that communicates with the others.
Delgado et al. [2005] presented the development of BioMen (Biological Management Executed
over Network) managed by means of a MAS.

BIOPACMAS [Orro et al. 2005] is a Personalized, Adaptive, and Cooperative Multi Agent
System (PAC-MAS) designed to predict protein secondary structure. PACMAS agents are au-
tonomous and flexible, and can be personalized, adaptive, and cooperative-depending on the
implemented application. It is a generic multi agent architecture designed to support the im-
plementation of applications aimed at: (i) retrieving heterogeneous data spread among different
Internet sources, (ii) Filtering and organizing them according to personal interests explicitly
stated by each user, and (iii) providing adaptation techniques to improve and refine throughout
time the profile of each selected user. The overall architecture consists of four main levels: in-
formation, filter, task, and interface. Each level is associated to a specific role and populated
by a society of agents, so that communication may occur both horizontally and vertically. The
information agents are able to access information sources to collect and manipulate such informa-
tion. Agents play the role of wrappers at this level. Task agents are able to help users in various
problem-solving activities and in exchanging information with other agents. Interface agents are
in charge of interacting with the user other agents.The communication between adjacent levels
is achieved through suitable middle agents, which form a corresponding mid-span level.

Lam et al. [2006] proposed a multi-agent approach to conduct the analysis of gene expression
data generated using microarray technology. The system supports concurrent gene data pro-
cessing by implementing independent agent solutions and interface agent solutions to coordinate
data flow. The MAS is built on top of the Bioconductor which is an Open Source Software
for Bioinformatics (www.bioconductor.org), a platform in which a wide range of statistical and
graphical methods for the analysis of high-throughput genomic data can be incorporated. The
Multi-agent system architecture is composed of various interface agents and individual working
agents. Master Agent (MA) is the core of the system that is responsible for distributing work
to different agents, coordinate activities among agents, interacts with interface agents by issu-
ing Master Command Sequence (MCS), and store agents information in its agent repository.
In order to maintain control of all the agents in the system, the master agent also implements
an agent repository database which keeps information of all the available agents such as Agent
Name(unique), Agent Service, Agent Status, and Agent Date. A new working agent can register
with the master agent by providing its name and the service it implements. The working agents
are dynamic system components, which means that they can either be registered with or dereg-
istered with the master agent. Various agents and their responsibilities are described as below:
Once the microarray experiment is finished and the necessary data are acquired, the system starts
with a user interacting with the Query Agent to input the parameter setting for the analysis.
Once the required information has been gathered, the query agent arranges the sequence of op-
tions chosen by the user as a colon delimited User Input Sequence (UIS) and forwards it to the
UIA., which in turn forwards it to the MA. The MA will then decide what data processing path
the gene data will travel in the system. Once the data processing path has been determined,
the MA will hand the data to the Preprocessing Interface Agent (PIA) which in turn will send
the data to a Normalization agent (N) to perform data normalization if specifically requested.
After normalization, the PIA collects the data output from the normalization agent and sends it
to the Statistical Analysis agent (S) through the Analysis Interface Agent (AIA). The statistical
analysis agent will perform requested statistical analysis with the data and output a gene list
with genes that are found to have statistical significant expression values. This gene list can
then be sent to DB interface agent (DBIA). The DBIA then invokes the proper DB agent for
functional analysis. Once the result become available, DBIA passes the result back to the MA
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and it then will forward it to the UIA. The UIA sends the result to the Result Agent which will
format and output it to the user. The user can then make the final verification and conclusion
based on the result derived by the system.
Yang et al. [2009] proposed a prototype MAS implemented using JADE for biological data anal-

ysis. The technical details of choosing mining algorithms, forming hybrid system, and preparing
specific data format relies upon the intelligent agent-based bio-data mining system itself. In this
3-level framework(see figure 3), the first level comprises of the interface agents to collect mining
task from end users and also search for available planning and aggregation agent from the yel-
low page. The second level comprises of the planning agent for task planning and aggregation
agent for mining results aggregation. The third level are the mining agents. Each mining agent
manages a geographically distributed database using the mining knowledge and a pack of mining
algorithms. Each mining agent’s service is registered in the yellow page. The interface agents
search for planning agent at the yellow page, record its address and sends the mining task col-
lected from the end user to the available planning agent. The planning agent then searches for
mining agents which is capable to provide mining results with respect to this task. When the
candidate mining agent(s) has been identified, the task or its subtask is deployed to the mining
agent(s) and the aggregation agent is informed. When the mining results are available from any
mining agent, it sends the results back to the aggregation agent after identifying its address in
the yellow page. The aggregation agent combines all the mining results and sends them back to
the interface agent for display. A bioinformatics ontology base is used to match the task with
multiple data sources.

Figure. 3: Multiagent based bio-data mining framework [Yang et al. 2009]

Maccagnan et al. [2010] designed a MAS component of a Next Generation Laboratory In-
formation Management Systems (LIMS) project built upon the meta-model called Combining
Ontologies and Workflows (COW). Next generation LIMS project is combines Model-Driven En-
gineering, Workflows, Ontologies and MAS. MAS has been implemented with JADE and WADE
platforms to automatically interpret and execute a structured representation of laboratory pro-
tocols (precisely defined sequence of activities for laboratory experiments and operations) ex-
pressed in XML Process Definition Language [XPDL 2012]and Web Ontology Language [OWL
2004]. Various agents involved are Device Agent(DA)-to control heterogeneous resources, Proto-
col Manager agent (PM)-to execute a protocol, Agent Protocol Environment (APE) agent - acts
as user interface agent to allow the loading of new protocols , Reporter Agent(RA)- acts as user
interface for mobile devices.
Bazzan [2009]discussed the use of DM and MAS for genome annotation pipeline process and

Gao et al. [2011] proposed a MAS for remote data retrieval for bioinformatics applications and
discussed the synchronous and asynchronous migration strategies for agents.Recently Chaouch
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and Tamali [2014] proposed an Android based MAS (DiabMAS) for remote medical monitoring
of diabetic patients on an outpatient. The main aim is for the improvement of the transmission
of information between patients and their physicians, especially the management of specific and
critical cases. Qualitative comparison of some prominent current MAS in bioinformatics domain
is provided in Table I taking into account some of the features they provide. The features include
the following fields:-

—BD indicates which biological domain MAS addresses.

—WMS indicates whether MAS acts as a Workflow Management Systems.

—Agents shows the community of agents involved in the system.

—AEE/MAP shows which underlying Agent Executing Environment or Mobile Agent Platform
is used for developing MAS.

—Impl field indicates whether the MAS is implemented along with the language used for imple-
mentation or it is just a Prototype model.

—FW indicates the further work required in the system under study.

Table I: Qualitative comparison of Multi Agent Systems in Bioinformatics

MAS Features Description

GeneWeaver

BD Genome analysis and protein structure prediction

WMS No
Agents PDB, Swiss, PIR, Protein NRDB, Calculation, Blast, Cluster and Genome

agents
AEE/MAP A generic AEE is proposed
Impl No (Prototype only)

FW Implementation and validation of MAS and underlying AEE is required

BioMAS

BD Genome annotation and sequencing for herpesviruses

WMS No
Agents Information extraction, Annotation, Sequence Source processing, Proxy,

Query Processing, Matchmaker and Agent Name server agents.
AEE/MAP DECAF

Impl No (Prototype only) as http://udgenome.ags.udel.edu/herpes/link not op-
erative

FW Implementation and ontology support for MAS is required.

BioAgent

BD Genome analysis and annotation
WMS Yes

Agents User agent, Bio agents, Service agents for web interface, wrappers and ontol-
ogy services and Broker agent

AEE/MAP Core Layer provides the features of an AEE

Impl Yes (Java, BioAgent-l)
FW System is constantly evolving by adding more functionality and has to prove

itself in a complex real application

CellMAS

BD Modeling the Carbohydrate Oxidation in cellular process

WMS No
Agents Agents encapsulating metabolic pathways

AEE/MAP Hermes

Impl Simulation model
FW Verification and validation required

AbFPSP

BD Protein structure prediction

WMS No
Agents Each agent represents an Amino acid
AEE/MAP No

Impl Yes (Linda package of SICStus Prolog and C++)

FW AEE is required for this simulation engine
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MAS Features Description

BIOPACMAS

BD Protein structure prediction
WMS No

Agents Information, Filter, Task, Interface and Mid-span agents

AEE/MAP No
Impl No (Prototype only)

FW Implementation, verification and validation required. Underlying AEE re-

quired

MAS GED

BD Analysis of gene expression data
WMS No
Agents Statistical, Database, Analyze, Query, Result, Normalization and Interface

agents
AEE/MAP Bioconductor
Impl No (Prototype only)

FW Verification and validation required. More machine learning algorithms re-
quired

MABDM

BD Biological data mining

WMS No
Agents Interface, Aggregation, Planning and Mining agents
AEE/MAP JADE

Impl No (Prototype only)
FW Implementation, verification and validation required

MAS LIMS

BD Laboratory Information Management Systems to automatically interpret and
execute a structured representation of laboratory protocols

WMS Yes

Agents Device, Protocol Manager, Agent Protocol Environment, Reporter Agents
AEE/MAP JADE and WADE
Impl Yes(Java, XPDL,OWL)

FW N/A

This study shows that most of the MAS in bioinformatics domain are prototype based academic
research projects designed for a specific biological problem with no implementation, validation
and verification and none of these is a commercial product. Hermes is the only AEE acting as
middleware specifically designed for WMS (like BioWMS ) for biological domain in a heteroge-
neous environment. Genome analysis and annotation, Protein structure prediction, modeling and
simulation of biological process, workflow management system are the main areas in bioinformat-
ics where the software agent technology is being currently used. DECAF, JADE and WADE are
the prominent AEE used for designing a MAS. Java, Perl, Linda package of SICStus Prolog and
C++ are the main programming languages in use for implementing the MAS. Lots of work is still
required for actually implementing such MAS in a distributed environment using real biological
data sets; applying classification, clustering and association rules mining techniques within the
real biological datasets.

4. CONCLUSION

The extensive and growing resources of distributed biological databases and analysis tools is the
reason behind the bioinformatics providing an appropriate domain for the application of agent
technologies. It offers the possibility for deploying and testing agent systems in a real-world
setting with the possibility of making substantial contributions to human society. On the other
hand, there is a distinct and identified need for good solutions to improve the performance of
existing bioinformatics systems, and agents may be able to contribute to that improvement. In
this sense, there is a very strong synergy between the two domains. However, there are still
significant challenges. Researchers from both communities generally require education in each
other’s domain, and there must be mutually acceptable solutions across both areas. Instead of
designing prototype MAS, focus should be on actual implementation using the real biological
dataset. With this study, we expect to contribute to cover the need of an updated review of the
role of intelligent agents in bioinformatics and also to encourage future work in this domain.
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